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Abstract—An overview of electronically scanned array
technology with a brief introduction of the basic theory and
array architectures are presented. Implementations, current
state-of-the-art, and future trends are briefly reviewed in Part II
of this paper.

Index Terms—Active arrays, active element pattern, active
reflection coefficient, array-element factor, electronically scanned
arrays, hybrid arrays, passive arrays, phased arrays.

I. INTRODUCTION

SINCE agile beams of electronically scanned arrays (ESAs)
provide significant system advantages, phased-array tech-

nology is receiving considerable attention by the military and in-
dustry for airborne-, space-, surface-, and ground-based appli-
cations. Phased-array antennas first gained interest and develop-
ment throughout the1950sand1960s[1]–[5], [36], [6]–[8].There
aretwogeneraltypesofphasedarrays,i.e.,passiveandactive.Pas-
sive arrays use a central transmitter and receiver, but have phase-
shift capability at each radiating element or subarray. In active ar-
rays, thehigh-powergenerationfor transmitandlow-noiseampli-
fication on receive are distributed, as is the phase control at each
radiating element. Active arrays provide added system capability
andreliability;buttheydidnotreceiveextensiveattentionuntil the
last15yearsbecause theywere toocomplexandexpensive.How-
ever,with theneedtocounterstealth technology, theadventof rel-
atively low-cost GaAs monolithic microwave integrated circuits
(MMICs), automated assembly of microwave components, and
low-cost high-speed high-throughput digital-processor activear-
rays are becoming the preferredapproach formany radarsystems
and communication systems requiring rapid scanning [9], [10].

Although the cost of active electronically scanned arrays
(AESAs) has decreased by an order of magnitude in the last
ten years and efforts are in progress to reduce them by another
factor of 5–10, affordability is still a challenge. Space-based
radar and communication applications also require additional
significant reductions in array weight.

II. A RRAY ELECTRICAL ARCHITECTURE

Shown in Fig. 1 are two basic ESA architectures: the pas-
sive array and active array. Each has its unique properties, ad-
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(a)

(b)

Fig. 1. Basic scanning array architectures. (a) Linear passive array with phase
shifters for every element. (b) An active array with TRMs at every element.

vantages, and shortcomings. Generally, in a passive array, there
is no element amplitude control; only bilateral phase shifters
are used at each element to provide the required phase shift for
scanning, as illustrated in Fig. 1(a). The design challenge in a
passive array is to minimize the losses in the feed network and
the phase shifters in order to increase the system sensitivity and
efficiency. This requirement often limits the type of RF feed net-
work to waveguide and may increase the weight of an array ap-
preciably. A passive array is generally the least expensive type
of ESA because the number and cost of components is least.
If very low sidelobe levels are required, a separate receive feed
network with the appropriate amplitude weighting is used.
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Fig. 2. Hybrid array architectures uses a central transmitter, distributed LNAs,
and separate transmit and receive feed manifolds.

In an active array, a transmit/receive module (TRM) is used at
each element to provide amplitude and phase control. The cen-
tral transmitter used in a conventional passive array is replaced
by the distributed power amplifiers in each TRM, as illustrated
in the simplified block diagram of a TRM shown in the inset of
Fig. 1(b). The reader is referred to a companion paper on TRMs
in this TRANSACTIONSfor a discussion of the design, properties,
and performance of TRMs [11]. The principle advantage of an
active array is that the system sensitivity is increased because the
system noise figure is set and the RF power is generated at the
aperture. A second advantage is that the TRMs provide complete
flexibility in amplitude and phase control for both transmit and
receive. A third advantage of an active array is that the feed net-
works need not be optimized for lowest loss; thereby allowing
design flexibility and the ability to minimize size (volume) and
weight. Of course, these performance improvements come with
increased array complexity and cost.

A hybrid phased-array combines some features of passive
and active arrays, as illustrated in Fig. 2. A central transmitter
feeds the array as in a conventional passive phased array, but a
low-noise amplifier (LNA) is placed at each element in front of
the phase shifters to improve the overall system noise figure. A
limiter may be required in front of the LNA for protection, as
in an active array. A separate receive feed network is used and
optimized for low sidelobes. It is also possible in a hybrid array
to distribute medium power transmitters, e.g., in each column of
the array, to provide increased system reliability.

For very large arrays and systems with very wide instanta-
neous bandwidths, array architecture with true time delay (TTD)
is required to prevent signal distortion and beam squinting. In
this type of array, the length of the transmission line feeding
each element provides the differential phase shift. To scan the
beam, however, the effective line length of the feed lines to
each element must be changed accordingly. Several methods for
changing line lengths have been suggested including switchable
fiber-optic delay lines, but the technology is immature [10].

III. A RRAY PHYSICAL CONFIGURATIONS

Physical realization of active arrays has followed three basic
structures referred to as “brick,” “tile,” and “tray”in accordance

with the physical layout of the TRMs and corresponding subar-
rays comprised of cold plate, signal and power distribution, and
feed networks. In brick-style arrays, the TRMs are rectangular
in shape like a brick and are mounted on both sides of cold plates
along with energy storage capacitors, signal and power distri-
bution circuits, and RF manifolds to form linear subarrays, as
illustrated in Fig. 3(a) [12]. A set of these subarrays are stacked
together to form a planar array, as shown in Fig. 3(b). The radi-
ators may be attached to each subarray or they may be in a sep-
arate aperture plate that the subarrays plug in to. The tray archi-
tecture is effectively the same as the brick architecture, except
that each subarray is self-contained with its own power supply
and beamsteering controller. Tray architecture was used in the
ground-based radar for THAAD [9].

In tile array architecture, the TRMs are shaped like rectan-
gular tiles and are mounted on a cold plate that is parallel to the
aperture [13]. The energy storage, the signal and power distri-
bution circuits, and the RF manifolds are mounted behind the
TRMs parallel to the aperture in a configuration like the layers
of a cake. Tile architectures have led to significant reductions in
array weight, but have required improved cold plate designs and
new novel RF and dc blind interconnections. Fig. 4 presents a
photograph of two ladies holding a tile array suitable for fighter
fire control radar. It is unlikely they could hold a brick array de-
signed for the same application. Also shown in Fig. 4 is a pho-
tograph of a three-layer tile TRM. Techniques for arraying tile
subarrays are being investigated for applications requiring very
large lightweight apertures.

IV. A RRAY SCANNING THEORY

The radiation patterns of linear and planar-phased arrays are
a function of each element’s physical structure, its excitation,
and the array lattice. Usually, similar radiators are arranged in
a linear, rectangular, or triangular lattice with periodic spacing
between radiating elements. Arrays with the radiators arranged
in concentric circles have certain advantages such as lower first
sidelobes. When identical radiators are used in a large rectan-
gular array, the radiation pattern is the product of two factors.
One, i.e., the element factor, is a function of the radiator physical
realization; the other, i.e., the array factor, is a function of the
array geometry, and the element excitations. For the purposes
of this paper, we will assume that the array factor and element
factor are separable and the radiation pattern is the product of
the element and array factors. Therefore, we will use only the
array factor in describing the array scanning characteristics. The
following analysis follows that of [2], [5], [36], [14].

V. LINEAR ARRAYS

Consider an array of identical radiators, in number,
equally spaced by a distancealong the -axis, as shown in
Fig. 5. All elements have similar current distributions that differ
only in magnitude and phase. is the magnitude of the cur-
rent on the th element. For this linear array, the array factor

is proportional to the radiated field at a point in space
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(a) (b)

Fig. 3. “Brick” active array. (a) TRMs, radiators, RF manifolds, and signal and power distribution are mounted on linear subarrays. (b) Several subarrays are
stacked together to form a planer array.

(a) (b)

Fig. 4. Lightweight “tile” array for airborne applications. The three-layer tile TRMs, cold plate, RF, and dc distribution networks are mounted on the array back
parallel to the aperture like layers of a cake.

Fig. 5. Linear array with the elements equally spaced along thez-axis.� and
� are angles from the origin (zero element) to a pointP in space.

described by

(1)

where and is the wavelength. For a linear array,
is rotationally symmetric about the-axis (indepen-

dent of ).
If the currents are equal and in phase, (1) reduces to

(2)

The array factor is equal to a sum of phasors of unity magnitude
with progressive multiples of the basic angle

(3)

We are mostly interested in those cases where the length of the
array is very large compared to a wavelength and
the element spacing is less than a wavelength, i.e., . In
these instances, the array pattern gives a narrow beam broadside
to the array axis ( ) with several sidelobes. An example
is plotted in Fig. 6 for a 15-element array.
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Fig. 6. Radiation (power) pattern of 15-element linear array relative to the peak
of the main beam. Elements are equally spaced a distance of a half-wavelength.

The first sidelobe is 13.5 dB below the peak of the main beam
and the peak of each successive sidelobe is even lower as its
distance from the main beam increases.

Tapering the magnitude of the currents across the array can de-
crease the sidelobes. The central element is fed with the largest
current and the magnitudes of the currents in the other elements
are symmetrically tapered. As a result, the sidelobes are reduced,
but the width of the main beam (beamwidth) is increased. Sev-
eral synthesis techniques have been developed to realize tapered
apertures [15] (see also [14, Ch. 5] and [16, Ch. 3]).

VI. DIRECTIVITY OF LINEAR ARRAYS

A measure of an antenna is its gain or directivity over that
of an isotropic radiator. The gain is equal to the directivity if
there are no ohmic or mismatch loss. Antenna directivity in the
direction of maximum radiation is defined as the ratio of
maximum power radiated per unit solid angle divided by the
average power radiated (total power radiated divided by) or

(4)

where is equal to the average of over
sr and is the radiated electric field that includes the effects
of the element pattern and the array pattern [17], [18]. The di-
rectivity of a uniformly weighted linear array of isotropic ra-
diators spaced apart is equal to independent of the main
beam scan angle . For nonuniformly weighted linear arrays,
the directivity is given by

(5)

where is given by the relation

(6)

Fig. 7. Radiation pattern of a 15-element equally spaced linear array scanned
45� off broadside. Element spacing is a half-wavelength.

There is no simple formula for determining the directivity of
an array of nonisotropic elements, as one must know the cur-
rent distributions in each radiating element. However, as will be
shown later, there is a very useful equation for determining the
realized gain of an array in terms of the realized gain of a radi-
ating element embedded in a large uniformly weighted array.

VII. SCANNED LINEAR ARRAY

To scan the linear array in Fig. 5, assume that the element
currents all have equal amplitudes and a uniform progressive
phase as follows:

(7)

Equation (2) then becomes

(8)

Equation (8) differs from (2) only in an angular shift in the
origin. Thus, the uniform progressive phase factorchanges
the peak beam position from broadside to another angle in space

given by

or (9)

When is changed electronically, the array is called an ESA.
Fig. 7 shows the beam of the equally spaced 15-element linear
array scanned 45off broadside.

VIII. G RATING LOBES

If the element spacing is too large compared to a wave-
length, a second main beam called a grating lobe will appear in
the radiation pattern. From (7), it is evident that this will happen
at an angle , where

or (10)
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Fig. 8. Radiation pattern of a 15-element array with equally spaced elements
0.7 wavelengths apart scanned to 45�. A grating lobe appears at 135�.

To prevent a second main beam, the spacingmust be chosen
to satisfy the following condition:

(11)

Thus, the elements must be spaced one half-wavelength apart
to prevent a second main beam when scanning close to endfire
( or ).

Fig. 8 shows a grating lobe appearing in real space when the
beam of a 15-element array with elements equally spaced at 0.7
of a wavelength is scanned off broadside.

IX. BRAGG LOBES

For military applications where stealth is a requirement,
phased arrays are preferred because they can be designed with
low self-signature. The element spacing is small to prevent
Bragg lobes in the direction of the threat radar [10, ch. 39].
Bragg lobes are retro-directive reflections that may be received
by illuminating radar at an angle off broadside if the radiator
spacing is larger than a half-wavelength. Specifically, when
adjacent radiators in an array are illuminated by a threat radar,
a Bragg lobe will be produced if the waves reflected in the
radar’s direction by the two radiators are in phase by a whole
multiple of the incident radiation’s wavelength, i.e., . The
total round trip difference in distance between the radiators is
equal to , where is the spacing between radiators
and is the angle of the threat radar. Thus, the relationship
between radiator spacing and the Bragg-lobe direction is

(12)

To minimize the antenna’s radar cross section, the first Bragg
lobe must be 90 off broadside ( ) or

for stealth.

X. ARRAY DIFFERENCEPATTERNS

If the number of elements in an equally spaced linear array
is even, it is possible to realize a symmetrical difference pattern

Fig. 9. Difference pattern of a 16-element equally spaced array realized by
exciting half the array 180� out-of-phase with the other half.

consisting of two main beams, as illustrated in Fig. 9. Differ-
ence patterns are realized by exciting the two halves of the array
out-of-phase with each other.

In Fig. 9, the currents in each element are equal in magni-
tude, but out-of-phase on the two halves of the array. A uniform
progressive phase given to each current distribution with the two
halves of the array still excited out-of-phase with each other will
produce a scanned difference pattern.

Sum patterns like that shown in Fig. 6 and difference patterns
such as shown in Fig. 9 are used in radar applications to acquire
and track targets. The sum pattern of a single beam is useful
for acquiring a target, but the beam is too broad to precisely
determine its location. The target is illuminated with the sum
pattern and when the target is close enough, the difference pat-
tern is used on receive with the beam shifted to keep the target
between its two main beams. Except when the target is exactly
in the null between the two principal lobes of the difference pat-
tern, a return signal is detected in the radar receiver. This signal
is proportional to the slope of the pattern in the center null be-
tween the principal lobes and, therefore, is very sensitive to the
position of the beam. The angular position of the target can be
determined accurately.

XI. PLANAR ARRAYS

Planar arrays are of considerable importance in radar and
communication applications. The basic principles of beam
forming and scanning discussed above for linear arrays can
be readily extended to planar arrays. Consider a rectangular
planar array with the elements arranged in a rectangular grid,
as shown in Fig. 10.

The spacing between elements in the-direction is and the
element spacing in the-direction is . If there are
rows of elements parallel to the-axis and each row contains

elements, the array factor can be written as

(13)
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Fig. 10. Planar array of elements on a rectangular lattice with element spacing
d in thex-direction andd in they-direction.

where is the current distribution in the th element. If
each row has the same current distribution even though the cur-
rent levels are different, i.e., , then the cur-
rent distribution is said to be separable and the array factor can
be expressed in the form

(14)

where

(15)

(16)

and

(17)

are the normalized current distributions in a row of elements par-
allel to the -axis and the -axis, respectively. The array factors
in (15) and (16) can be recognized as representing linear arrays
parallel to the - and -axes. Thus, under the stated restriction
that the aperture distribution is separable, the array factor for a
rectangular grid array with a rectangular boundary is the product
of the array factors for two linear arrays, one laid out along the

-axis and the other laid out along the-axis.
If the current distributions and have uniform phase

progression in the -direction and
in the -direction, the array factor is

now given by

(18)

and the current amplitudes and are now pure real. By
selecting the element pattern to give negligible radiation in the
half-space , through use of a ground plane, for example, a
single main pencil beam is left pointing in the unique direction

for . Fig. 11 shows a three-dimensional plot of
the radiation pattern of a rectangular array with the main beam
pointing in the direction and .

Fig. 11. Radiation pattern of 15� 11 element planar array scanned 30� along
they-axis.u = sin(�) cos(�) andu = sin(�) cos(�), d andd equal one
half-wavelength.

It is clear from Fig. 11 that sidelobes surround the main beam
and all of the off-axis sidelobes are lower than the sidelobes
along the principal -axis and -axis. The low sidelobe levels
in the inter-cardinal planes, characteristic of separable distribu-
tions, are achieved at the price of beam broadening. To achieve
a -symmetric pattern, consisting of a pencil beam and a family
of concentric rings of a common height sidelobes, one must use
a nonseparable aperture distribution. A common configuration
is a planar aperture with a circular boundary with the elements
equally spaced on concentric circles [19].

XII. STATISTICAL THEORY OFARRAYS

The elements in all arrays have random errors in amplitude
and phase. Active arrays in particular experience random errors
because of process variations used in the manufacture of TRMs
and their internal MMIC circuits. Since typically there are more
than 1000 elements in an array, it is beneficial to specify TRMs
and components for TRMs statistically on a lot basis. Significant
increases in yield and reduced costs have been realized with
little degradation in array performance.

The effects of the remaining amplitude and phase errors
are decreased peak of the antenna main beam, beam-pointing
error, and increased sidelobe level. Fortunately, adjusting
phase-shifter control settings within limits can minimize the
effects of amplitude and phase errors.

It is convenient to characterize the effects of the residual er-
rors on the array factor statistically, and studies have been exten-
sively documented in the literature [4], [6], [20]–[29]. In these
treatments, array average pattern characteristics are determined.
The results do not pertain to any one antenna, but describe the
observed results averaged over a large number of arrays that
have the same statistical phase and amplitude errors. Here, we
follow the analysis of [4] and [23].

An array is assumed to have an amplitude errorand a phase
error at the th element. The meaning of the amplitude error

is that the excitation at theth element has amplitude
, where is the correct amplitude. The meaning of the

phase error is that the correct phase to steer a beam to the
chosen angle is not the correct excitation, but is times
the correct excitation.
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Fig. 12. Plot of residual sidelobe error. Top curve is for rms phase error of
10� and amplitude error of 1 dB. Bottom curve is rms phase error of 3.5� and
amplitude error of 0.5 dB. Most active arrays are within these limits.

Only random errors are considered and it is assumed that the
phase error is described by a Gaussian probability density func-
tion with zero mean and variance. The amplitude error has
zero mean and variance. Under these conditions, Skolnik de-
rived an expression for a normalized array factor that is equal to
a normalized ideal pattern plus a term for a normalized sidelobe
level , sometimes referred to as the residual sidelobe level.

For an array of isotropic elements, the residual sidelobe
level is given by

(19)

where is an array taper efficiency equal to one for uniform
aperture distributions and less than one for tapered apertures.
Thus, for any given array variance, increasing the size of the
array lowers the actual value of the residual sidelobes.

Fig. 12 is a plot of the residual sidelobe level as a function
of the number of array elements without aperture taper. Two
different levels of residual sidelobe errors relative to the main
beam are shown. The top curve is for rms phase error of 10and
amplitude error of 1 dB. The bottom curve is for rms phase error
of 3.5 and amplitude error of 0.5 dB. Today, the errors for most
active arrays fall within these limits. Tapering the array aperture
distribution increases the residual sidelobe level for given array
variances.

The reduction in array directivity due to residual errors is
given approximately by [23] as

(20)

where is the directivity of the array with errors and is the
directivity of the error free array. The reduction in directivity is
only a function of error variance and not array size.

Steinberg [24] has shown that the variance of beam pointing
deviation is given by

(21)

XIII. SELF-IMPEDANCE AND MUTUAL COUPLING

Radiation from antenna elements in an array is different than
when isolated because of mutual coupling between elements.
In the previous sections, we assumed that all the current dis-
tributions on the elements were identical and differed only in
magnitude and phase from element to element. Further, it was
assumed that the current distributions did not change as the array
is scanned. For finite arrays, these assumptions are not valid be-
cause mutual coupling among the elements alters the current
distributions. The center elements experience a different envi-
ronment than the edge elements, and, therefore, have different
current distributions that vary as a function of frequency and
scan angle. Under these conditions, one cannot remove the el-
ement factor and consider only the array factor in determining
the antenna radiation pattern characteristics. The procedure for
determining the current distribution is very complex and usu-
ally requires solving a multiplicity of simultaneous integral or
integrodifferential equations. These equations have been solved
exactly only for certain idealized cases.

For large arrays where the total number of elements is much
greater than the number of edge elements, it is reasonable to as-
sume an infinite array to determine an array-element factor that
accounts for the effects of mutual coupling. In an infinite array,
every element sees an identical environment. Except for their
phase, the current distributions on every element are the same
and the array pattern is equal to the product of an array-element
factor and an array factor, as discussed previously. However, it is
more convenient to define an array factor for the radiated power
rather than the radiated electric field. In defining this factor, it is
assumed that the elements in the array are fed with constant-in-
cident-power sources, as opposed to constant current or voltage
sources. Actually, this assumption closely corresponds to most
arrays at microwave frequencies.

We define the array-element factor as the radiated
power pattern obtained when one element is fed with a con-
stant-incident-power source and all other elements are termi-
nated with generator impedance matched to the transmission
lines feeding the elements [6]. This array-element factor, also
referred to as the imbedded-element pattern, contains all the ef-
fects of mutual coupling on the pattern over scan angles.

In a large array, we assume all of the elements have identical
patterns and are excited with equal amplitude. The principle of
superposition may then be combined with a consideration of
the power available from the generators feeding the elements
to yield the relation

(22)

where is the antenna gain realized in the direction
when the elements are excited to add in phase in that di-

rection, is the gain realized in the same direction when
only one element is excited, and is the number of elements.

Because of losses and impedance mismatches, the realized
antenna gain is less than the directive gain of the antenna without
these effects. If we assume that there are no dissipation losses
in the antenna and feed lines and consider only the mismatch
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losses, the ratio of the realized antenna gain to direc-
tive gain is given by

(23)

where is the active reflection coefficient when all of
the elements are driven by constant power sources with the ap-
propriate phases to scan to . Thus, the effects of mutual
coupling can be expressed in the form of an equivalent active
reflection coefficient that is approximately the same for all ele-
ments in a large array.

For apertures large compared to a wavelength, the peak di-
rective gain of a uniformly excited planar array with no grating
lobes is related to the area of the array aperture

(24)

where is the area associated with each element (equal to
for a rectangular array) and is the direction in which all
the elements add in phase [2], [4]. Combining (22)–(24), we
obtain an expression for the array-element factor

(25)

Equation (25) is a very useful relationship because it relates
two different conditions of operation of an array. The array-el-
ement factor is obtained by exciting only one element at a time
with all other elements terminated in their generator impedance.
The active reflection coefficient is determined when all of the el-
ements in the array are excited with the proper phases to point
the beam in the direction and is a measure of the power
reflected by an element.

The mutual coupling between array elements and its effect on
the antenna gain and active reflection coefficient are embedded
in the array-element factor. An approximation of this factor can
be measured by exciting a center element of a smaller array with
a sufficiently large number of elements, or it can be determined
by measurement of over restricted scan angles using
waveguide simulators, or can be calculated using com-
puter models of waveguide simulators.

XIV. A RRAY SCANNING SIMULATION

The discussion in this section reflects a personal commu-
nication from R. L. Eisenhart and is based on his work [31].
Waveguide simulators were introduced almost 40 years ago to
determine the active element pattern (AEP) (equivalent to the
array-element factor) of a radiator imbedded in a large array.
They have been effective in verifying the design of large ar-
rays without the expense of building and testing full-size ar-
rays. Recently, commercial computer programs became avail-
able that can model the electromagnetic-field distributions of
three-dimensional circuits. Eisenhart has successfully applied
these computer programs to calculate the active reflection coef-
ficient of large arrays as a function of scanning angle [30]–[32].
Computer modeling avoids the hardware complexity and associ-
ated scan limitations of conventional waveguide simulators. An-
other advantage of these programs is the ability to use magnetic
walls as well as electric (metal) walls; thereby allow modeling
of circuits that could never be measured with real hardware.

Fig. 13. Active reflection coefficient was computed for a triangular array of
open-ended waveguides to demonstrate the power of computer simulation.
Multicell radiation waveguide allows simultaneous simulation of many
different scan angles.

Waveguide simulation (real and computer models) is based
upon the principle of imaging all of the elements of an infinite
array into a single waveguide “radiation” cell. The simulator
models uniformly excited infinite arrays (approximates large fi-
nite arrays), and the imaging accounts for all mutual coupling
effects between elements. However, for a given specific array
lattice, only certain scan angle/frequency conditions can be sim-
ulated. For additional scan angles, one must use multicell sim-
ulators with complex higher order modes. Hardware testing re-
quires the construction of special higher order mode transitions
for each of the scan angles desired and one mode is tested at
a time. On the other hand, computer simulations allow simul-
taneous multiple scan values to be evaluated because they can
deal independently with the higher modes in a single multicell
model. By mixing various combinations of electric and mag-
netic walls in a multicell simulator, many scan conditions are
possible including broadside, -plane, -plane, and off-prin-
cipal planes.

To determine the active reflection coefficient and
the AEP by simulation, a radiation cell is defined based upon
the array lattice dimensions. The array element is first matched
( ) for broadside scan. The active reflection coefficient
for scan angles off broadside is then calculated by using higher
order modes in multicells and various size radiation cells.

For example, Eisenhart computed the AEP for the triangular
array of open-ended waveguide radiators shown in Fig. 13. The
dashed lines in front of the array face outlines the radiation cell
or simulating waveguide that contains the effect of all of the
array element images. The largest cell he used is shown and it
provided eight scan points in the-plane. Smaller width ra-
diating waveguide cells were also used to provide additional
scan angles. He simulated three different arrays with waveguide
widths equal to 0.858, 0.898, and 0.938 in. All other dimen-
sions were fixed.

The reflection coefficient data from each of four multicell
simulations was used to calculate the AEP for each of the three
different waveguide widths. The results are shown in Fig. 14.
Note that less than % change in waveguide width results in
significant performance changes in the AEP.

The three marks at the bottom of the graph in Fig. 14 are the
predicted scan angles for high reflection or blindzone (BZ) cen-
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Fig. 14. Simulated scan performance for the waveguide triangular array in Fig. 13. Note that the data from different radiation cell configurations complement
each other to form a near continuous scan prediction. Performance is shown to be very sensitive to element dimensions and correlates well with theory based on a
two-mode approximation.

ters for the three configurations, as determined by an approxi-
mate theory [33]. A BZ occurs in the AEP when the scan phasing
is such that the mutual coupling constructively provides a high
reflection at the element being analyzed [34], [35].

Eisenhart’s simulation results agree closely with the theoret-
ical predictions. His are likely to be more accurate because all
higher order waveguide modes are included in the determination
of rather than just the two modes in the approximate
theory. The reference line curve indicates the rolloff of the pat-
tern due to the reduction in array projected area with increasing
scan angle.

The performance characteristics of scanned arrays are easily
determined using computer simulations, allowing for fast and
inexpensive design. Particularly significant is the ability to
model complex three-dimensional radiating elements such
as flared-notch radiators that are not tractable with other
theoretical approaches.

XV. SUMMARY

The system advantages of phased arrays has been known,
studied, and developed for the past 60 years. Initial implementa-
tions were passive because the technology of active arrays was
immature and too costly. With the advent of MMIC technology,
automated assembly of microwave components, and high-speed
digital processors, active arrays are becoming the preferred ap-
proach for both radar and communication systems in airborne,
ground, and space application. Commercial simulation tools are
facilitating the design of array apertures and radiators, as well
as the components used in phased arrays.
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